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ABSTRACT: We present experimental demonstration that weak excluded volume effects
arise in DNA nanochannel confinement. In particular, by performing measurements of the
variance in chain extension as a function of nanochannel dimension for effective channel
sizes ranging from 305 to 453 nm, we show that the scaling of the variance in extension with
channel size rejects the de Gennes scaling δ2X ∼ D1/3 in favor of δ2X ∼ D0 using uncertainty
at the 95% confidence level. We also show how simulations and confinement spectroscopy
can be combined to reduce molecular weight dispersity effects arising from shearing,
photocleavage, and nonuniform staining of DNA.

Determining the equilibrium conformation of nano-
channel-confined DNA has attracted substantial attention

as a fundamental problem in polymer physics1 connected to an
emerging technology for genomics.2−7 Initially, it was
proposed8 that the de Gennes blob theory for weak
confinement9 and Odijk’s deflection segment theory for strong
confinement10 provided a complete description of the
thermodynamics of a semiflexible chain of persistence length
lp confined in a channel of size D. Intense simulation and
theoretical efforts over the past few years11−16 suggest that
excluded volume in confinement plays a more subtle role than
previously thought. In particular, in addition to the classic de
Gennes blob regime, an “extended de Gennes” regime has been
postulated, holding for channel sizes lp ≲ D ≲ lp

2/w, where w is
the effective width of the polymer backbone. While both the
theory of nanochannel-confined DNA11−18 and practical
applications of the technology in genomics2−7 have advanced
rapidly, the experimental evidence in support of the emerging
theoretical framework is lacking. In this letter, we provide
evidence in support of the weak excluded volume effects that
form the physical basis for the extended de Gennes regime. In
doing so, we also show how a detailed simulation combined
with confinement spectroscopy can reduce molecular weight
dispersity effects that are introduced into an otherwise
monodisperse DNA sample due to shear,19 photocleavage,20,21

or heterogeneous staining.22

Classic de Gennes scaling theory suggests that a self-avoiding
chain confined in a channel corresponds to a string of isometric
blobs of diameter D (see Figure 1a).1 Excluded-volume effects
are strong, determining both the polymer physics within a blob
(each blob is a self-avoiding coil obeying Flory statistics) and
between blobs (self-exclusion interactions between blobs lead to
their linear ordering, swelling the chain along the channel). In

contrast, the extended de Gennes regime is characterized by
weak excluded volume effects.14,15 In this regime, a chain of
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Figure 1. (a) In the classic de Gennes regime a confined self-avoiding
chain corresponds to a string of isometric blobs. (b) In the extended
de Gennes regime a confined and weakly self-avoiding chain
corresponds to a string of anisometric blobs. (c−g) Schematic
illustration of the confinement spectroscopy device. The device
consists of two 1 μm deep and 50 μm wide microchannels (c,e),
bridged by an array of nanofunnels (d). A single nanofunnel (f) has
nine connected 300 nm deep and 45 μm long nanochannels; the width
of the nanochannel varies from 350 to 750 nm in steps of 50 nm. The
DNA is loaded in the nanochannel with pneumatic pressure across the
intersection of the microchannel and the nanofunnel region (g). The
detailed operation of this type of device is described elsewhere.23
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persistence length lp and width w, confined in a channel of size
D, can be envisioned as a series of anisometric blobs11 of
diameter D and length H ≅ (Dlp)

2/3w−1/3 (see Figure 1b).17

Excluded volume between blobs leads to swelling of the chain
along the channel axis, but the excluded volume interactions
within a blob are marginal.14 The swelling along the channel
axis leads to a fractional extension X/L

=X L l w D/ 1.176(62)( / )p
2 1/3

(1)

where X is the mean span of a polymer of contour length
L.12,14,15 The prefactor comes from the theory by Werner and
Mehlig, which maps the extended de Gennes regime onto a
one-dimensional, weakly self-avoiding walk.15 The latter scaling
is identical to that in the de Gennes regime9 and hence the
moniker “extended” de Gennes.12 The weakness of the
excluded volume interactions manifests itself in the variance
in the fractional extension.11,12,14,15,24 Since the blobs
themselves are at the crossover between real and ideal chains,
the variance in the fractional extension is independent of the
channel size12,14,15,24

δ =X Ll/ 0.264(99)2
p (2)

where again the prefactor comes from the theory of Werner
and Mehlig.15 In contrast, in the classic de Gennes regime, δ2X
∼ D1/3.8 Note that eqs 1 and 2 are expressed in terms of the
persistence length, which leads to different numerical values
than the equivalent expressions in terms of Kuhn length.15

Demonstrating the existence of weak excluded volume effects
through the scaling δ2X ∼ D0 in the range lp ≲ D ≲ lp

2/w is a key
step toward establishing the existence of an extended de
Gennes regime. The experimental approach seems straightfor-
ward: make a series of channels in this size range, introduce
DNA into these channels, and measure the variance in the
chain extension. Unfortunately, molecular weight dispersity of
the DNA represents a critical obstacle to obtaining accurate
measurements of the scaling exponents and, even worse, the
prefactors to the scaling laws. In many cases very large DNA
molecules (sometimes on the order of megabases in size) are
required to reach the long chain limit.13,25−27 While genomic
DNA samples are monodisperse, such long DNA molecules are
prone to shear breakage.19 Moreover, the DNA can photo-
cleave during measurements.20 Heterogeneous staining22 can
lead to differences in L due to variations in the increased
contour length as a result of intercalation between molecules.
In all of these cases, the associated uncertainty in L can lead to
large uncertainties in the measurement of δ2X, thereby making
the tests of the theories challenging.
We have developed an approach that combines equilibrium

confinement spectroscopy23 with Pruned-Enriched Rosenbluth
Method (PERM) simulations of a confined, discrete wormlike
chain28 to reduce the effects of molecular weight dispersity. The
nanochannel device, illustrated schematically in Figure 1c−g,
consists of a channel of depth D1 = 300 nm that cascades in
discrete steps in width from D2 = 350 nm to D2 = 750 nm. It is
thus similar to previous confinement spectroscopy devices with
a continuous taper in D2,

29 but the 45 μm long regions of
constant width D2 allow us to make measurements at
equilibrium.23 The buffer for our experiments has an ionic
strength of 7.18 mM. Accounting for the effect of the
antiphotobleaching agent β-mercaptoethanol at 6% v/v,30

theory predicts a persistence length of lp = 69 nm and effective
width w = 19 nm,23,31,32 although the accuracy of this

persistence length should be viewed in light of recent data
suggesting a lower persistence length of DNA.33

Since our channels are rectangular, we use the effective
channel width8,12,16

δ δ= − −D D D( )( )eff 1 2 (3)

to map the results back to an equivalent square channel of size
Deff + δ. The parameter δ is a wall−DNA depletion length that
models the electrostatic interaction of the DNA with the walls.1

We estimate that δ ≈ w.12 Our effective channel sizes range
from 305 to 453 nm, which spans much of the extended de
Gennes regime; simulations by Dai et al.14 suggest that the
lower bound of the extended de Gennes regime for our
conditions is 276 nm and the upper bound is 562 nm. Most of
our channel sizes are also below the upper limit D2 = 550 nm
(assuming a prefactor of unity) where Werner and Mehlig16

predict that the channel anisotropy will affect measurements of
the variance in chain extension for our value of D1,

23 and we
check the magnitude of the anisotropy effect via simulations.
Additional information about the device fabrication and buffer
conditions are provided in the Supporting Information.
The key advantage of the equilibrium spectroscopy

approach23 is that the same molecule can be studied in all
the channel sizes at equilibrium, making it a single-molecule
study in the true sense.34 In other words, time-domain
measurements for some molecule i can be used to determine
the ensemble average from an ergodic hypothesis, and
repeating this measurement for different molecules provides
information about the experimental uncertainty, much of which
arises from a very conservative estimate of the error in the
image analysis (see Supporting Information). The approach is
identical to typical simulation approaches, where independent
replicas (the different molecules) are used to assess the
sampling errors in expectation values (the measurements from
a single molecule). In our case, we first pneumatically load a T4
GT7-DNA molecule (166 kbp, Nippon Gene) from the
microchannel into the D2 = 350 nm region and take n = 40
stroboscopic measurements of the span of that molecule with a
minimum sampling interval of 5 s. Let us denote the jth

measurements on molecule i as Xi
(j). The time lapse

corresponds to a small value of the autocorrelation in the
chain extension (see Supporting Information), which ensures
that the Xi

(j) are statistically independent. When we compute
the average span for molecule i and its variance

∑=
=
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n

i
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we assume that these values are estimates of the ensemble
average, i.e., X ≈ Xi and δ2X ≈ δ2Xi. To obtain the values of Xi
and δ2Xi at other channel sizes, we move the same molecule
successively through each value of D2 and repeat the process. At
the conclusion of this single-molecule experiment, we return
the molecule to the D2 = 350 nm region and image it again to
confirm that the extension of the molecule has not become
significantly shorter due to photocleavage or shear cleavage. We
performed this single-molecule protocol with 40 molecules, of
which 29 did not shorten during the long measurement period.
The end result is 1160 measurements of the chain extension at
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each channel size, blocked into 29 replicas for statistical
averaging. The detailed criteria for rejecting fragmented
molecules and additional information about the experimental
protocol are provided in Supporting Information.
We found a broad distribution of extensions Xi when we

binned the results in the 1 μm bins shown in Figure 2a. To see

if this wide distribution was a result of molecular weight
dispersity, we took advantage of our ability to systematically
move a given molecule between different values of the channel
width. To simplify our analysis, we considered how the average
of the extension of the wbin molecules within a given bin, Xbin =
(1/wbin) ∑i=1

wbin Xi, evolves as a function of Deff. Figure 2b shows
the results for two representative bins; the data for the other
bins are included as Supporting Information. Overall, it is clear
that when we bin the molecules based on their extension for D2
= 350 nm, plots of Xbin as a function of the effective width Deff
are parallel curves. Since we know that X ∼ L for sufficiently
long chains (see Supporting Information),27 we can conclude
that the distribution in Figure 2b results from molecular weight
dispersity, most likely a combination of shear breakage and

nonuniform staining (which leads to nonuniform extension due
to intercalation).22

To compute the nominal contour length Lbin for those
molecules in a given bin of Figure 2a, we performed PERM
simulations of a discrete wormlike chain in a rectangular
channel for each value of D2. These simulations follow directly
from our prior work,23 and a brief description is provided in the
Supporting Information. Importantly, PERM provides data for
the simulated extension, Xsim, in a given rectangular channel size
as a function of simulated contour length, Lsim. For each
channel, we ran our simulations out to approximately double
the contour length of unstained T4 DNA, well beyond any
possible effect due to intercalation.35,36 Then, for each bin in
Figure 2a, we determined the value of Lsim* that minimized the
sum of squared error in Xsim − Xbin over all the channel sizes
and set Lbin = Lsim* . Figure 2b reports the result of this analysis
for two bins, and the corresponding analysis for the other bins
is included as Supporting Information. The data in Figure 2b
indicate that there is some disagreement between the
simulation and experimental data. However, the Lbin values
are linearly dependent on Xi to within 2% error. There may also
be a systematic error in Lbin, but this will only affect the
prefactor and not the exponent in the scaling law (see
Supporting Information).
The ultimate result of our binning-and-simulation protocol is

estimates for the contour length of molecules within each bin,
which are reported in Figure 2a. In what follows, we use the
value of Lbin as the contour length Li for any molecule within
that bin, thereby compensating for the effects of molecular
weight dispersity by rescaling each molecule by its Li value. We
are now in a position to determine the validity of eq 2 for the
variance in chain extension, which is the key prediction arising
from weak excluded volume effects in the extended de Gennes
regime.
The independence of the variance in extension from channel

size in Figure 3 demonstrates that weak excluded volume effects
are manifest for DNA in nanochannel confinement. This is the

Figure 2. (a) Probability distribution of average extension, Xi, for
individual T4 DNA molecules from 40 uncorrelated measurements of
their span for D2 = 350 nm. The bin size is 1 μm. The number above
each bar is the value of the contour length in that bin, Lbin (μm),
obtained by comparison of the extension to PERM simulations. Linear
regression of Lbin to Xi gives a correlation coefficient R2 = 0.98. (b)
Log−log plot of the average value of the extension, Xbin, for molecules
that reside in two different bins (Xi = [15,16] μm in blue and Xi =
[19,20] μm in red) as a function of effective channel size (□ symbols).
To determine the corresponding molecular weight, we fit these curves
to PERM simulations of the chain extension (× symbols) using the
contour length as a free parameter. A plot similar to panel (b) for all of
the bins is included as Supporting Information.

Figure 3. Semilog plot of the average variance in extension, δ2X, as a
function of effective channel size, Deff, for rectangular channels with
depth D1 = 300 nm and widths D2 ranging from 350 to 750 nm. The
experimental mean extension variance (blue □) are the mean of 29
molecules. Error bars represent the combination of standard error of
the mean and propagation of measurement uncertainty (see
Supporting Information). PERM simulations in the rectangular
channels of dimension D1 = 300 nm and D2 = 350 to 750 nm for a
contour length L = 70.2 μm are included for rectangular channels
(black ○) and equivalent square channels (red △) of size Deff + w.
Error bars for the simulation data are smaller than the symbol size. The
black dashed line is eq 2.
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key result of this letter. We find experimentally that the variance
in chain extension has the scaling δ2X/Llp ∼ Deff

0.08±0.18, where
the uncertainty in the exponent is at the 95% confidence level.
We also did an alternate analysis, where we obtained the
exponent for each molecule and then computed their average.
This led to δ2X/Llp ∼ Deff

0.05±0.27 at the same confidence. Note
that this alternate method provides the exponent but no
information about the prefactor since it does not require
estimating L or lp. A hypothesis test at the 5% significance level
rejects the δ2X/Llp ∼ Deff

1/3 hypothesis in favor of the δ2X/Llp ∼
Deff

0 hypothesis by both analysis methods. Our variance data
agree to within 8% of the theoretical prefactor predicted by
Werner and Mehlig and to within 16% of the PERM data.
However, while we believe the agreement for the scaling
exponent is robust to our data analysis method, the agreement
for the prefactor must be viewed in light of the method to
determine Lbin. A discussion of this subtle point is included in
the Supporting Information. Moreover, the error estimates in
Figure 3 do not include uncertainties in L or lp. These sources
of correlated error affect the prefactor but do not affect the
slope. Thus, it seems reasonable to conclude that the agreement
for the prefactor is semiquantitative.
We also checked for anisotropy effects due to the rectangular

shape of the channel16,23 by performing PERM simulations in
square channels with size Deff + w. Figure 3 shows no
systematic deviation in the simulated values of δ2X/Llp between
square channels and rectangles up to the aspect ratio D2/D1 =
1.7 of the widest rectangular channel. There does appear to be a
small difference for Deff > 370 nm. However, the maximum
difference between the rectangular channels and the equivalent
square channel was close to 6%, which is of the same order of
magnitude as the uncertainty in the experimental measurement.
We thus conclude that any anisotropy effect in these
experiments is much smaller than the ca. 200% increase that
occurs in the 100 nm deep rectangular channels that exhibit
regime mixing.23

While the simulations in square channels produce an
exponent similar to the experiments (δ2X/Llp ∼ Deff

0.05±0.05 at
95% confidence), the simulations for the rectangular channels
reject both classical and extended de Gennes regime hypothesis
at the 5% significance level (δ2X/Llp ∼ Deff

0.27±0.03). The
discrepancy between simulation and experiments likely arises
from the uncertainty in the estimation of parameters which
goes into the model used for PERM simulations. We will revisit
this uncertainty later in our discussion of the extension results.
Figure 4 summarizes the different results for the average

fractional extension of the chain, X/L, as a function of effective
channel size, Deff. The relatively good quantitative agreement
between the PERM simulations and experimental data results
from using L as a fitting parameter, whereupon the only
significant metric for comparison is the power law exponent.23

The experimental data produce a scaling of X ∼ Deff
α with α =

−0.86 ± 0.02. Similar to many previous studies of nanochannel
confined DNA,8,29,37 we find that the apparent exponent is
more negative than the predictions from weakly self-avoiding
random walk theory (α = −2/3, eq 1),15 predictions based on a
corrected Flory exponent12,14 (α = −0.7015), or our
simulations in rectangular channels (α = −0.71 ± 0.01).
Disagreement between theory and simulation results in

Figure 4 likely arises from the finite molecular weight. As
shown in Supporting Information, PERM simulations for our
rectangular channels suggest that the magnitude of the apparent
exponent α slowly declines with molecular weight once the

chain is large enough to form several blobs, only reaching the
asymptotic value for the experimentally impractical scenario of
DNA in the megabase range. Disagreement between simulation
and experimental data in Figures 3 and 4 likely arises from
uncertainties on the precise value of the persistence length at
our salt concentration,33 possible changes in ionic strength
during the experiment, and the exact value of the wall depletion
length δ. We feel in particular that errors arising from the
depletion length might explain the steeper dependence of the
experimental extension on channel size compared with
simulation. The variance data, independent of channel size,
should be affected only by errors on the persistence length,
explaining why the variance data agree better with simulation
than the extension. We also see quantitative disagreement
between eq 1 and our experiments and simulations, as was the
case with previous simulations.14

In summary, we have provided experimental evidence
supporting the theoretical prediction of weak excluded volume
in the extended de Gennes regime. Simultaneously, we
developed an approach to account for the effect of molecular
weight dispersity effects. These experiments represent the first
test of the emerging theoretical framework describing channel-
confined DNA.11 The complete experimental test of the phase
diagram for channel-confined DNA, with careful control over
molecular weight dispersity, will provide a firm foundation for
the emerging genomic technology.2−7

■ ASSOCIATED CONTENT
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Experimental methods, evaluation of quantitative agreement
with theory, and simulation methodology. The Supporting
Information is available free of charge on the ACS Publications
website at DOI: 10.1021/acsmacrolett.5b00340.

Figure 4. Log−log plot of the average fractional extension, X/L, as a
function of effective channel size, Deff. The experimental data (blue □)
are the average of 29 molecules. Power law fit to the data yields an
exponent α = −0.86 ± 0.03. The uncertainty in the exponent is
determined from a combination of propagation of 95% confidence
interval for the exponent of an individual molecule and its standard
error of the mean. PERM simulations in the rectangular channels
(black ○) and square channels (red △) were calculated for L = 70.2
μm. Power law fit to the data yields an exponent α = −0.71 ± 0.01 for
the rectangular channel and α = −0.72 ± 0.01 for the square channel.
The uncertainties in the exponent for the simulations are determined
from 95% confidence intervals. The error bars for the extension are
smaller than the symbol size. The black dashed line is eq 1.15 The
prefactor for the simulated extension is similar to previous work.14,24
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